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Abstract

Rack-scale CPU scheduling has emerged as a promising direc-
tion to accommodate the increasing demands for microsecond-
level services. However, prior work suffers from both in-
accurate load balancing in the network and complex yet
sub-optimal scheduling within each server due primarily to
its application-agnosticism. This paper presents Pallas, an
application-aware rack-scale CPU scheduling solution for
microsecond-level services with near-optimal performance.
At the heart of Pallas is an in-network workload shaping to
partition the workload into different shards, each of them pre-
serving high homogeneity regarding the CPU demands. With
the shaped workloads, Pallas then performs simple yet near-
optimal inter-server load balancing and intra-server schedul-
ing. We have fully implemented Pallas and our extensive ex-
periments across various synthetic workloads and real-world
applications demonstrate that Pallas significantly outperforms
the state-of-the-art solution RackSched by delivering stably
low tail latency and high throughput, reducing tail latency by
8.5x at medium load and as much as two orders of magnitude
at high load, while gracefully handling long-term workload
shifts and short-term transient bursts.

1 Introduction

Modern datacenters have deployed many user-facing applica-
tions for online services, such as key-value stores [9, 12, 13],
interactive data analytics [55], search ranking & sorting [16],
and function-as-a-service [19]. These services typically have
strict service level objectives (SLOs) that require the appli-
cations to provide high throughput with low tail latency in
the range of tens to hundreds of microseconds [15, 25]. To
serve the increasing application demands, rack-scale CPU
scheduling [53, 56, 85] have been proposed to scale beyond
a single server to multiple servers within a rack. For exam-
ple, as shown in Figure |a, previous solution RackSched [85]
leverages a programmable switch to perform inter-server load
balancing and utilizes existing dataplane operating system,
Shinjuku [45], for intra-server scheduling.

While RackSched enables cross-server scheduling, we find
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that it fails to provide consistently low tail latency for diverse
workloads due to two key reasons. First, its Join-the-Shortest-
Queue (JSQ) based inter-server load balancing method oper-
ates in an application-agnostic manner. Without the knowl-
edge of the load each request generates at each server, it
may cause load imbalance between servers. Second, this
application-agnostic method also leads to assigning each
server a mix of long and short requests, leaving the challeng-
ing Head-of-line (HoL) blocking problem to each intra-server
scheduler. Unfortunately, our experiment in §2 shows that
existing intra-server scheduling algorithms cannot provide
near-optimal or even satisfactory low tail latency over hetero-
geneous workloads, resulting in ~50x slowdown compared
to the ideal.

This paper asks: Can we design a rack-scale scheduler for
microsecond-level services that can deliver consistently low
tail latency and high throughput over diverse workloads? To
answer this question, we present Pallas, a novel approach for
rack-scale CPU scheduling with near-optimal low tail latency
and high throughput.

To design Pallas, we make an important observation: while
it is challenging for each server to schedule mixed workloads,
it is easier to schedule a homogeneous workload with near-
optimal tail latency. Based on this observation, we propose to
resolve both load imbalancing and HoL problem at network
level through workload shaping. Our key idea is to proac-
tively transform mixed workloads into groups of uniform
ones, reducing the workload variance for servers. Then each
server only needs to handle a shaped and uniform workload,
which can be easily processed by simple scheduling algo-
rithms to achieve optimal tail latency. Realizing this idea
requires accurately estimating server load generated by each
request and network devices capable of categorizing requests
based on the estimation. Prior works have shown that existing
data center application characteristics [29] and programmable
switches [8] can achieve both requirements (§3). For instance,
the service types can be inferred from the packet headers in
key-value stores [9, 12] or in-memory databases [69, 75], and
the CPU demands can be monitored and correlated with the

USENIX Association

2025 USENIX Annual Technical Conference 179



service types.

We fully explore workload shaping, aided by the above
techniques, to design Pallas (Figure 1b), which decomposes
the rack-scale scheduling into three levels : i) workload-level
shaping runs at the ToR switch and partitions the entire work-
loads into different serving groups according to the estimated
request CPU execution duration, with the goal to preserve
group-level workload homogeneity; ii) group-level schedul-
ing that also runs at the ToR switch and dispatches requests
between servers within a group, ensuring equal load distribu-
tion among servers; and iii) server-level scheduling that runs
at each server and steers uniform requests to CPU workers
using the simple yet effective centralized First Come First
Serve (cFCFS) policy. These three scheduling levels work
in concert for Pallas to achieve the near-optimal tail latency
(explained in §3).

Specifically, to translate the above 3-level architecture into
a practical end-to-end system, Pallas addresses the following
three challenges raised by real application characteristics and
existing programmable switches:

* Generating an effective scheduling policy that balances
performance and server utilization (§4.3): The scheduling
policy, which decides how to divide workloads into groups,
significantly impacts the ultimate performance. The key
challenge lies in balancing workload homogeneity with
server utilization: more groups might improve tail latency
but lower server utilization, while fewer groups could opti-
mize resource usage but potentially compromise tail latency.
We address this challenge by designing a performance-
oriented methodology to generate policy candidates with a
tailored clustering algorithm and obtain the best performant
workload shaping policy via micro-benchmarks.

Handling workload change gracefully via request bouncing
(§4.4): As the workload shifts over time, a static scheduling
policy may become suboptimal. Simply replacing the pol-
icy is not sufficient and may result in temporal performance
degradation during the transition. To provide consistently
low tail latency, we dynamically adapt scheduling policies
to runtime workloads and propose a request bouncing mech-
anism to resolve the temporal HoL blocking during the
policy transition by prioritizing the precedence of short
requests over long requests.

Mitigating transient workload burst via request cloning
(§4.5): To mitigate temporal server overload caused by
bursty traffic, which happens in workload due to inherent
variances, and avoid performance degradation, we propose
a novel burst-aware request cloning which masks the tail
latency inflation by cloning the overloaded requests to the
under-utilized servers. Compared to the idea of traditional
cycle stealing often used to mitigate intra-server burst [29],
our approach offers a no-regret control and ensures the burst
handling does not result in worse tail latency.

We have implemented the fully functional Pallas (§5) with
commodity programmable switch, and evaluate it extensively
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Figure 1: Rack-scale scheduling architectures: RackSched vs
Pallas.

using a combination of synthetic workloads and real applica-
tions. Our results demonstrate that Pallas significantly outper-
forms RackSched [85] in terms of stably lower tail latency
and higher throughput across various workloads (§6). For in-
stance, compared to RackSched, Pallas reduces the tail latency
by 8.5x and 5.5x in synthetic bimodal workload and real
workload application RocksDB [13] at medium load, respec-
tively. Besides, Pallas achieves 2.3 x higher throughput than
RackSched in the trimodal workload for the same tail latency
objective, and reduces the tail latency by two orders of magni-
tude at high load in RocksDB. In addition, we show that Pallas
can gracefully adapt to workload shifts and efficiently handle
microsecond-level workload bursts. Our experiments further
show that Pallas can preserve the performance superiority
over other related solutions [56, 76, 82] (§6.5).

Similar to existing literature [53, 56, 76, 82, 85], Pallas
focuses on stateless or replicated stateful services, including
microservices, stream processing and replicated caches and
storage. Supporting stateful services is beyond the scope of
this paper. Besides, Pallas expects that the workloads” CPU
demands can be statistically estimated based on historical
data (see more details at §7).

Comparison with prior work. Compared to the DARC
algorithm in Perséphone [29], which focus on intra-server
isolation through CPU core partitioning, Pallas operates at
rack scale, leveraging programmable switches to partition
heterogeneous workloads before they reach servers. This ar-
chitecture enables simplified and near-optimal scheduling
both across and within servers. To the best of our knowl-
edge, Pallas is the first to introduce application-aware work-
load shaping directly within the network switch, which dif-
fers from RackSched’s application-agnostic load balancing,
proactively preventing server-side HoL blocking rather than
merely reacting to it after the damage is done. Moreover,
while Pallas adopts request cloning to handle short-term work-
load bursts—a technique used by NetClone [53]—Pallas per-
forms this selectively, within already-shaped workload groups,
avoiding the excessive overhead of general-purpose cloning.

We open-source Pallas at https://github.com/HKUST
-SING/pallas.
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Figure 2: Existing rack-scale scheduler is inefficient.

2 Rack-scale Scheduling and Status Quo

Serving ps-level services at the rack scale requires the sched-
uler to provide both low-tail latency to serve requests and
high throughput to utilize hundreds to thousands of cores
in the rack. Recent work RackSched [85] is the representa-
tive rack-scale ps-level scheduler. As shown in Figure Ia,
RackSched employs a two-level scheduling hierarchy: an
inter-server scheduler in the top-of-rack (ToR) switch and
an intra-server scheduler within each server. The inter-server
scheduler tracks real-time server loads and selects a server for
each request based on its current load. Then the intra-server
scheduler assigns the request to its workers, leveraging an ex-
isting intra-server scheduling mechanism like Shinjuku [45]
for high-dispersion workloads and centralized First-Come-
First-Serve (cFCFS) for low-dispersion workloads.

Despite being promising, we have identified two main is-
sues with RackSched that result in long tail latency: load
imbalance between servers and head-of-line blocking at each
Server.

Load imbalance between servers. RackSched employs a
Join-the-Shortest-Queue (JSQ)-based load balancing algo-
rithm, directing requests to servers based solely on their queue
lengths by having servers relay their load information to
the inter-server scheduler. This application-agnostic method,
lacking insight into the specific load each request imposes
on servers, can inadvertently cause load imbalances between
servers. This is particularly evident when different types of
requests demand varying server resources. For instance, in
Figure 1a, the first two servers have the same queue lengths.
However, they manifest distinct loads due to the variability in
the execution times of their respective requests.

Besides, it faces challenges in accurately capturing us-level
load dynamics. The inherent delay, approximately one RTT
(around 10ps), required to obtain queue length data means
that by the time the scheduler is updated, the server’s actual
load might have shifted. This results in the inter-server sched-
uler operating on potentially outdated and inaccurate load
information. To understand this problem experimentally, we
run RackSched to schedule requests among eight servers' and
report their normalized perceived load and 99% tail slowdown

IRefer to the high load case in §6.4.1 for the detailed experimental
setting.

in Figure 2a. We report the slowdown instead of latency as
it better reflects the impact of long requests on shorter ones.
The observation is that the load imbalance between servers
can lead to a significant discrepancy in tail slowdown (~3X).

Head-of-line blocking at each server. Given its application-
agnostic load balancing strategy, the RachSched inter-server
scheduler may distribute both long and short request types
to each server. As a result, each server needs to address the
challenges of head-of-line blocking, ensuring short requests
are not blocked by longer ones. Unfortunately, even advanced
intra-server schedulers [29, 45, 72] struggle to consistently
offer near-optimal tail latency across diverse workloads.

To demonstrate this issue, we evaluated RackSched’s per-
formance using a Bimodal workload (short=1ps,long=100us)
with varying short-to-long request ratios. We integrated
RackSched with four representative intra-sever scheduling
solutions: i) Centralized first-come-first-serve (cFCFS) from
ZygOS [72] and Shenango [68] which serves requests based
on their arriving order; ii) Time Sharing (TS) from Shin-
juku [45] which uses preemption to prioritize short requests
2+ iii) DARC from Perséphone [29] which reserves dedicated
cores for short requests; and iv) Processor Sharing (PS) which
is an ideal yet impractical one for comparison. We simulate it
with 0.1us preemption slice without any overhead. The sim-
ulation is based on ten servers, each equipped with twelve
cores. All schemes are executed under a 95% load to highlight
the performance discrepancy distinctly”.

Figure 2b presents the results, with RS-X denoting
RackSched combined with intra-server scheduling algorithm
X. We find that all practical algorithms (cFCFS, TS, DARC)
exhibit a notable performance gap compared to the ideal yet
impractical algorithm RS-PS when the workload has a mix
of short and long requests. This disparity becomes especially
evident when the proportion of short requests ranges between
10% and 90%. By analyzing these solutions, we can see that
cFCFS fails to address the HoL problem due to its inherent
scheduling approach, processing earlier arriving long requests
ahead of shorter ones. Despite TS and DARC using preemp-
tion or core reservation to mitigate the HoL. problem, they
also cannot fundamentally resolve it in practice and result in
long tail latency.

To summarize, current rack-scale scheduling employs
application-agnostic load balancing between servers, assign-
ing a mix of short and long requests to each server. This
approach essentially leaves the challenging HoL. blocking
problem to each intra-server scheduler, which unfortunately
cannot be optimally resolved by any of the existing solutions.

2RackSched uses Shinjuku (TS) with a 250us preemption time slice by
default. After adjustments, a SOus time slice yielded satisfactory results for
our setting. We simulate its context switching overhead as 1ps.

3Under light load, these schemes exhibit comparable performance, which
is consistent with the results presented in [45].
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3 Key Idea: In-Network Workload Shaping

Despite it is hard to optimally schedule mixed workloads
within each server, we observed that it is easy to schedule
homogeneous workloads. As shown in Figure 2b, when the
proportion of short requests is 0% (purely long) or 100%
(purely short), the three scheduling solutions—RS-cFCFS
(theoretically optimal in these cases), RS-DARC, and RS-
TS—achieve tail latencies comparable to the ideal RS-PS.

This observation led us to a novel approach: in-network
workload shaping. By transforming mixed workloads into
groups of homogeneous workloads at the network level, we
can address the scheduling complexity within the network
rather than leaving it to each server. This allows each server
only needs to handle one type of request, either short or long,
making it easy to achieve optimal performance.

There are two opportunities that support realizing the in-
network shaping approach. i) As underscored by [29], cloud
applications have the capability to transparently display re-
quest types within message headers. For example, Mem-
cached [9] exposes request types at packet headers; Redis [12]
specifies commands with a serialization protocol; Remote Pro-
cedure Calls (RPCs) with protobuf [2] can define message
types. Notably, requests sharing the same type frequently
demonstrate analogous processing behaviors and hence sim-
ilar execution durations. Based on this observation, we can
monitor the execution patterns of each type of request, en-
abling estimations of request execution durations based on
these information. ii) Commodity datacenters are equipped
with programmable switches, which provide programmable
dataplane that can be leveraged to perform the workload es-
timation by extracting information from packet headers and
hence implement advanced scheduling algorithms based on
the estimated workload.

Our high-level architecture is shown Figure 1b. The pro-
grammable Top-of-Rack (ToR) switch stands central to this
design, proactively partitioning mixed workloads into groups
of uniform workloads based on their estimated running time.
Each designated subset of servers then focuses on a specific
workload group, with an intra-group load balancer ensuring
even load distribution between servers. Then at each server,
the intra-server scheduler handles requests using the simple
and optimal cFCFS algorithm.

This architecture can effectively address the two limitations
of existing rack-scale scheduling approaches to achieve near-
optimal performance. i) Accurate load balancing: Within a
given group, the actual load is proportional to the cumulative
request numbers, enabling a more precise load balancing be-
tween servers. ii) Eliminating HoL blocking: After workload
shaping, each server only needs to handle a specific type of
request. This significantly eliminates HoL blocking problem
for most servers. Only a few servers need to handle it when
the workload cannot be entirely partitioned. By mitigating the
HoL blocking, a simple cFCFS intra-server scheduler can be

used to achieve optimal tail latencies.

Why this is theoretically near optimal. The CPU schedul-
ing problem can be formalized as the classical M/G/X queu-
ing problem [52]. While it can be theoretically resolved
by JSQ/cFCFS and JSQ/PS for inter-server and intra-server
scheduling, respectively, our findings in §2 have revealed that
these approaches are impractical or inefficient for ps-level
latency. Fortunately, M/G/K can be decomposed into multiple
M/D/K’ subproblems, each exhibiting deterministic workload.
Wierman et al. [80] shows that FCFS is tail-optimal for deter-
ministically light-tailed workload within each server, while
round-robin is near-optimal for balancing the load between
servers within each M/D/K’ model. This convinces us that a
near-optimal framework can be achieved through in-network
workload shaping, which distributes homogeneous and deter-
ministic workload for each server.

4 Pallas Design

In this section, we first discuss the design challenges of Pallas,
then overview its workflow, and finally describe its design
details for addressing these challenges.

4.1 Design Challenges

Realizing the idea of in-network workload shaping into a prac-

tical system presents three outstanding technical challenges:

¢ How to generate an effective workload shaping policy?
Creating an effective scheduling policy requires i) accu-
rately estimating the workload, ii) partitioning the mixed
workload into groups based on estimated server loads, and
iii) mapping these groups to available servers. The key chal-
lenge lies in balancing workload homogeneity with server
utilization: more groups might improve tail latency but
lower server utilization, while fewer groups could optimize
resource usage but potentially compromise tail latency.

* How to gracefully handle long-term workload changes?
A scheduling policy may become suboptimal as the work-
load distribution shifts over time. Simply replacing the
scheduling policy to accommodate workload dynamics is
not sufficient and may result in temporal tail latency degra-
dation. For instance, new scheduling policy that transitions
servers from groups serving long requests to the groups for
short requests may incur HoL blocking.

¢ How to efficiently handle short-term transient bursts?
Pallas encounters limitations in capturing microsecond-
level dynamics due to the coarse-grained control granularity
of long-term workload changes handling, especially in the
face of transient partial workload surges due to its inherent
variances. As a result, it is imperative for Pallas to incorpo-
rate a mechanism to mitigate the impact of these transient
spikes.

4.2 Overview

Figure 3 shows the high-level workflow of Pallas. Pallas runs
the inter-server scheduler as the ToR switch and the intra-
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Request Type  Time(us)

GET(10) 12

RocksDB g0 ANG50000 650
Payment 5
OrderStatus 6

TPC-C NewOrder 16

Delivery 62

StockLevel 74

Table 1: Workload examples of RocksDB and TPC-C with
request types and corresponding execution times. GET(10)
and SCAN(5000) denote retrievals of 10 values and scanning
5000 keys-value pairs, respectively.

server scheduler at each server. Central to the key workload
shaper, Pallas composes two other components: intra-group
load balancer and intra-server scheduler. Each component im-
plements a portion of the scheduling policy, which is initially
generated offline (§4.3).

Workload Shaper. The workload shaper proactively trans-
forms mixed workloads into groups of homogeneous work-
loads at the ToR switch based on the request types shown in
the packets (step @). This stems from the observation that
the same type of requests have similar execution times on
servers. For example, Table | shows the execution times of
RocksDB and TPC-C workloads we profiled (details in §6.1),
which are also used in [29, 45]. Clearly, the GET(10) and
SCAN(5000) requests of RocksDB can be explicitly clus-
tered into two groups. On the other hand, TPC-C necessitates
a more nuanced grouping approach (e.g., NewOrder could
be its own group or merged with Payment and OrderStatus
requests).

Based on the well-shaped workloads, Pallas is able to per-
form simple yet near-optimal intra-group load balancing and
intra-server scheduling according to the initially generated
policies.

* Intra-group load balancer. After determining the group
for each workload request, the load balancer is responsible
for distributing the requests to servers within the group. To
minimize the impact of load imbalance between servers, it
leverages the weighted-round-robin (WRR) algorithm to
distribute request to each server based on their provisioned
computation capacity for the group (step @). WRR opti-
mally weighted-balances the perceived number of requests

[ETH| 1P| UDP |Type|Flag|index | Time| Payload |

\ | J
Y Y

Existing Protocols Pallas Header

Figure 4: Packet format of Pallas.

for servers within a group, aligning with their provisioned
computation capacity. We note that it is less practical for
the intra-group load balancer to directly determine the CPU
core for each request. The reason stems from the challenge
of accurately tracking the states of hundreds to thousands of
CPU cores within a rack at microsecond-scale [53, 85]. The
core state requires one RTT to update in the ToR switch,
which may introduce stale information and lead to ineffi-
cient scheduling decisions.

* Intra-server scheduler. After group-level load balanc-
ing, servers dispatch the well-shaped, load-balanced request
streams to different CPU cores with optimal scheduling pol-
icy. Specifically, they use the simple and optimal cFCFS
algorithm to serve the uniform workload. If the workload
cannot be fully partitioned, a few servers that are allocated
to handle multiple groups use the DARC algorithm [29].
Note that the workload monitoring and estimation in the
Pallas framework are conducted at ToR switch. Therefore,
the server employing the DARC algorithm is exempted
from redundant workload estimations.

Workload monitoring and change adaptation. To facil-
itate workload estimation, Pallas server embeds the actual
execution duration of each request in the header of its corre-
sponding response packet. The workload monitor extracts this
information and updates the dataplane record registers when
processing the response packets (step ). The control plane
of the switch executes a workload adaptor to periodically
read information from workload monitor, craft the appropri-
ate scheduling policies (step @), and provision resources if it
deduces significant long-term workload shifts (§4.4). When
Pallas detects a bursty arrival of requests, the dataplane burst
handler implements a no-regret burst reaction mechanism
(step @) to mitigate the burst on time (§4.5).

Packet format. Figure 4 depicts the packet header format of
Pallas’s request and response. It consists of four major fields:
8-bit Type, 8-bit Flag, 32-bit Index and 32-bit Time, which
are used for request grouping in workload shaping, request
cloning in burst handling (§4.5), redundant replies filtering,
and actual execution time of request recording in workload
monitoring, respectively. Note that currently Pallas assumes
each request is contained in one packet. Supporting requests
with multiple packets is not the primary objective of this paper.
However, this can be realized by incorporating RackSched’s
request affinity mechanism [85] into Pallas, which is feasible
given Pallas’s low hardware footprint as shown in §5.

4.3 Scheduling Policy Generation

In this subsection, we first describe how Pallas generates
workload shaping policy, which is the core of Pallas to shape
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uniform workload, and then elaborate how Pallas leverages it
to provision resources and formalize the scheduling policies.

Balancing homogeneity and server utilization. Pallas
should derive an effective request group mapping policy that
preserves high group-level workload homogeneity with high
system utilization. Drawing from the TPC-C workloads ex-
ample” (Table 1), we observe that request types such as Pay-
ment, OrderStatus, and NewOrder exhibit comparable CPU
demands. If one were to prioritize sheer request homogeneity,
these types should be allocated to disjoint serving groups.
However, such a configuration fragments system resources
and may inadvertently result in more system idling, induc-
ing system inefficiencies. Conversely, incorporating these
request types within a single serving group could compro-
mise group-level homogeneity, which may potentially result
in a discernible performance deviation from the optimal. In
summary, more groups improve homogeneity (potentially
lowering latency) but risk lower utilization; fewer groups im-
prove utilization but risk HoL blocking. Therefore, how to
find a group mapping policy that achieves high intra-group
homogeneity with high system efficiency remains a problem.
Since it is intractable to find the optimal policy analytically,
we resort to a performance-oriented greedy mechanism to
derive a solution inspired by [30]. This mechanism encom-
passes two primary stages: i) generation of group mapping
and ii) selection of candidates. We describe each stage below
by visualizing policy generation with TPC-C workload in
Figure 5.
Group mapping candidates generation (step @). We em-
ploy a clustering algorithm to generate several group map-
ping candidates. With the monitored workload information,
the algorithm derives group mapping policies by aggregating
similar request types considering both the monitored CPU
demands and their proportions across all requests with cus-
tomized k-means algorithm.

Optimal candidate selection (step ))). Upon obtaining all
candidates from the preceding procedures, we aim to identify
a policy that optimizes tail latency without compromising
system utilization. To this end, we employ a performance-
oriented strategy to obtain the most appropriate group map-
ping policy, with the focus on an empirical metric, i.e., 99th
percentile latency, that matches our performance objective.
Specifically, we compare the group mapping policies through
offline simulations and evaluate their 99th percentile latencies.
Consequently, the policy with the best objective value is se-
lected (e.g., Final Mapping Table in Figure 5). We summarize
these two steps in Algorithm | in Appendix §A.

Resource provisioning (step @). Upon determining the
definitive request grouping policy, we compute the cumulative
CPU demands for each group and allocate the requisite CPU
resources to each serving group according to the reported

4We use the TPC-C workload to examplify a workload with n-modal
distribution.

computing capacity of each server (e.g., server indices
in Intra-group LB Policy Table). We denote r as a class of
requests with the same type, e.g., GET, E, as the average
execution time of r, ¢, as the ratio of » among all requests,
D, and D, as the CPU demand of r and serving group g,
respectively. We compute the CPU demand of each serving
group and allocate resources as follows:

D, = M
YiEi < ¢
D=L (1)
reg
Dy
=57 X Rotal;
ZgEG @g o

where G indicates total serving groups, K, denotes the CPU
resources allocated to serving group g, and Ry, represents
the total CPU resources provisioned to the application. It is
noteworthy that Pallas allocates resources at fine-grained core-
level. Hence, certain groups might be allocated with fractional
server numbers, for instance, 12 cores in 1.2 servers for group
0 in the example. In such scenarios, a few servers will cater to
multiple groups. To temper the scheduling intricacies through-
out the system, our resource provisioning strategy guarantees
that only a small number of servers serve multiple groups via
gathering them to the same servers as much as possible.

Scheduling policy generation (step @ and @). Upon final-
izing the request grouping policy and resource allocation for
each serving group, Pallas configures the policies in switch
and each server, thereby establishing the system’s request
scheduling policy. When serving groups occupy multiple
servers, the workload monitor formulates an intra-group load
balancing policy and updates the load balancing table with
weight values which correlate to the provisioned cores for
each server within that group (e.g., Round-Robin Weights
in Intra-group LB Policy Table). Concurrently, Pallas sends
the intra-server scheduling policies (e.g., Intra-server Sched.
Policy Table) to the agents located on each server. These trans-
mitted policies encapsulate the scheduling algorithms and the
relevant per-serving group CPU cores reservations, if any, es-
pecially in scenarios where a server accommodates multiple
serving groups. In this way, the intra-server scheduler is able
to conduct scheduling following the relayed scheduling policy
from the agent.

Workload variance handling. We note that Pallas is re-
silient to the execution time dispersion as found in real work-
loads via the use of Exponential Weighted Moving Average
(EWMA) for tracking execution times. EWMA inherently tol-
erates dispersion by capturing the central tendency, providing
a stable average for grouping decisions even with variance in
individual requests. As long as the EWMA-derived average
execution times between different types of requests are suffi-
ciently distinguishable, Pallas can effectively separate them
into appropriate groups. Furthermore, the policy generation
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Type Group ID
O gt | ramen | o | S @
I—’OrderStatus 0 —‘
TPC-C Workload NewOrder 0 Final Mapping
Type Time|Ratio| Delivery 1 Type Group ID
Payment | 5 |43% Stocklevel | 1 Payment | 0
OrderStatus| 6 | 4% OrderStatus 0
NewOrder | 16 | 45% NewOrder 1
Delivery 62 | 4% Delivery 2
StockLevel | 74 | 4% StockLevel 2
Provision Resource & Generate Intra-server
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Load Balancing Policy
Serving | Server | Round-Robin Server ID lnsér‘z‘-fez;r Reservation:
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Intra-group LB Policy Intra-server Sched. Policy

Figure 5: Example of generating a scheduling policy for the
TPC-C workload across eight servers, each equipped with 10
cores.

process itself evaluates grouping candidates based on overall
empirical performance evaluated by simulation. This process
selects groupings that perform well despite the expected level
of intra-group variance inherent in the EWMA-based assign-
ment.

4.4 Long-term Workload Change Adaptation

As workloads may vary over time, Pallas is tailored to ac-
commodate workload changes and recalibrate its generated
scheduling policies dynamically. It monitors real-time work-
load metrics in the switch control plane by accessing the state
registers within the switch dataplane.

Workload change detection. Leveraging the detailed per-
request metrics, i.e., average request execution time and total
number of requests within a monitor interval, Pallas workload
adaptor periodically assesses the new aggregated demand of
each serving group in comparison to its allocated CPU re-
sources. In particular, it examines the discrepancy between
the allocated CPU resources and the real-time demand as
inferred from the latest monitored workload data for each
serving group, with the resource allocation methodology in
§4.3. It then computes the cumulative demand discrepancy
across all serving groups as the resource provision process in
§4.3. If this discrepancy exceeds a predetermined threshold
d, Pallas activates a workload change reaction mechanism.
Currently, the workload adaptor works at a 10ms granular-
ity to capture relatively long-term workload changes. In our
evaluation, we set § to 10 and study its sensitivity in the Ap-
pendix §D.3.

Workload change reaction. In response to the detected work-
load changes, Pallas adapts its scheduling policies swiftly.
Specifically, Pallas re-invokes the workload estimation meth-
ods outlined in §4.3 to formulate new policies for both inter-
server and intra-server scheduling. Subsequent to this, the
related tables within the switch dataplane are updated. It is

Bounce long requests
for rescheduling

ToR : s {m]: {m}:

Switch

Incoming

CPU Workers
short request

Server

Figure 6: Pallas request bouncing.

worthy to highlight that, in order to temper potential disrup-
tions during the policy reconfiguration phase which makes the
system unstable and hence hurts the tail latency, Pallas adopts
an incremental update approach. This includes caching the
previously enforced scheduling policies in workload moni-
tor and determines their deviation from the newly devised
policies. Pallas then selectively updates only those segments
of the policy tables that should be changed, thereby curtail-
ing the reconfiguration duration. Additionally, Pallas restricts
the number of servers impacted by the reconfiguration, via
preserving the established roles of servers in relation to their
serving groups and making adjustments only when necessary.

Request bouncing. Pallas aims to eliminate HoL. block-
ing through in-network workload shaping. To accommodate
workload dynamics, Pallas periodically revises its scheduling
polices. This periodic adjustment leads to the reallocation of
end-host servers across various serving groups. Consequently,
during such reconfiguration phases, short requests within Pal-
las might experience temporary HoL blocking. This scenario
arises especially when new servers, which previously catered
to long requests, are allocated to serve short requests. As such,
the HoL dilemma can resurface during switch reconfiguration
phases. To address this, we introduce a novel request bouncing
mechanism, ensuring Pallas navigates reconfiguration phases
seamlessly. When a Pallas server receives new scheduling
decisions, such as serving groups from long requests to short
requests, we prioritize the processing of incoming short re-
quests, thereby proactively emptying existing queues of long
requests that might induce HoL blocking. To achieve this,
the Pallas server compares its current serving groups against
newly arriving ones. As shown in Figure 6, if the new request
should take precedence by exhibiting relatively shorter CPU
demands, Pallas purges the current queue, bouncing the re-
quests back to the switch for re-scheduling. This approach
stems from the rationale that the network transmission time
introduces less slowdown penalty on long requests, especially
when compared with the performance degradation by HoL
blocking that would impose on shorter requests.

4.5 Short-term Transient Burst Handling

Although workload estimation captures long-term workload
shifts, it faces challenges in handling sub-millisecond-level
transient surges [60], as it might make the system temporarily
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Figure 7: Pallas request cloning. The yellow box represents
the request of group A. The red core and green core represent
the busy CPU and idle CPU, respectively.

overloaded and hence hurt tail latency. To remedy this, we
introduce a mechanism that detects bursts and an innovative
burst reaction method that mitigates such transient fluctua-
tions. We note that Pallas specifically tailors this mechanism
to manage bursts associated with particular request types or
serving groups, attributing to their inherent variances”.

Burst detection. Formally, we define a burst inspired by the
Heavy Change Detection mechanisms [74, 81]. Consider a
fixed time interval T, we denote the number of requests for
group g received by the switch during the one time interval
T, to be Cg;. Pallas stipulates that a burst occurs when the
real-time observed C,; exceeds a threshold Cyj,.s. Once a
burst is detected, Pallas enters the reaction mode to react to
the burst. The burst detection threshold C,,. represents the
upper limit of requests from group g that can be processed by
the entire allocated computational resources without inducing
queuing. Let N denote the number of group g’s requests a
single core can process within the T duration. The threshold
Cipres can be formulated as 2,~6RgN,-. The value of N; can
either be determined through offline profiling or dynamically
estimated by the agent resided within each server. To achieve
prompt burst detection, we set the time interval T at 20ps.
Why not server-level cycle stealing? While cycle steal-
ing [37] proves effective for handling burst within an indi-
vidual server in Perséphone [29], resulting from its ability
to determine that the stolen cores are idle, this effectiveness
diminishes at the rack-scale. The challenge emerges from
the difficulties of accurately determining a server’s idle state
at scale for microservices [53]. In this case, the request that
is redirected to other group servers via cycle stealing may
even deliver worse tail latency when the destination server
is busy. Consequently, we aim at a no-regret burst reaction
mechanism. It should ensure that the ultimate performance
never deteriorates compared to scenarios without any burst
reaction, a guarantee that cycle stealing cannot provide.

Burst reaction. Upon detecting a burst at the serving group

level in terms of request rates, Pallas employs a best-effort
request cloning technique to handle transient spikes. Pallas

5Addressing the burst happening on the entire workload level usually
requires techniques such as system overload control [20, 21] or resource
auto-scaling [48, 65], which is beyond the scope of this paper.

assumes that a burst typically does not occur across the en-
tire workload. Thus, when a specific serving group grapples
with a burst, other groups temporarily experience underuti-
lization. As a result, Pallas strategically clones [53] the in-
coming requests to idle groups for burst handling. The total
cloning number hinges on the burst’s intensity. Specifically,
once Pallas enters the clone mode, it clones requests from the
overloaded group to the underutilized ones, determining the
total number of requests to be cloned as Ccjpne = Cq r — Crpres.
When a request is selected for cloning, Pallas clones it and
then dispatches the original request to its serving group and
the cloned request to the group which exhibits the lowest
degree of burst (Figure 7a). The req.flag.clone of the
original request and the cloned one are set to 1 and 2, respec-
tively. To avoid the potential HoL blocking caused by cloning
long requests to short request groups, the server receiving the
cloned request (req.flag.clone = 2) will directly drop it
if it has no idle CPU cores (Figure 7b). To avoid redundant
processing of multiple responses for the cloned requests, Pal-
las’s switch dataplane filters out the slower responses with
the globally unique request ID (req. index). Besides, experi-
ments in §6.4.2 show that Pallas’s cloning does not sacrifice
sustainable throughput, as it only handles the bursty portion
of requests. The overall request scheduling procedures are
summarized in Algorithm 2 in Appendix §B for reference.

S Implementation

We have implemented a fully functional Pallas prototype, in-
cluding the inter-server scheduler in programmable switch,
intra-server schedulers and paired agents in each server and re-
quest clients. 1) The inter-server scheduler within switch data-
plane is written in P4 [18] and compiled to switch ASIC with
P4 Studio [4]. Pallas uses 2.8% SRAM and 10.4% Stateful
ALU:s of Tofino ASIC resources. Pallas dataplane composes
763 lines of P4 code. The control plane was implemented
with 1067 lines of python code, which uses the switch SDK to
read aggregated statistics from data plane registers and update
the policy tables if required. More details of dataplane imple-
mentation are presented in the Appendix §C. 2) The server
is built atop Perséphone [29]. We have extended Perséphone
to support the packet header and functionality of Pallas for
measuring request actual execution time, and encode this time
into Pallas responses for workload estimation. Besides, we
have implemented the agent to relay intra-server scheduling
policies, and request bouncing mechanism to protect system
performance during switch reconfiguration of policy tables.
3) The client is open-loop, implemented in C, and utilizes
DPDK for high-speed user-space networking. It can generate
Pallas requests at high rate and measure the throughput and
latency for each request accurately.

6 Evaluation

We evaluate Pallas to answer the following key questions:
¢ How does Pallas compare against state-of-the-art sys-
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Synthetic Workloads Real World Applications
Bimodal Trimodal TPC-C RocksDB
Normal Port Normal Port
Type S L S L S M L P (0N NO D SL GET SCAN | GET SCAN
Time (us) 10 100 10 100 5 50 500 5 6 16 62 74 12 650 12 650
Ratio 90% 10% | 50% 50% | 33.3% 333% 333% | 43% 4% 45% 4% 4% | 90% 10% 50% 50%

Table 2: Workloads with dispersion. In Bimodal and Trimodal workloads, S, M, L represent short, medium, and long request,
respectively. In TPC-C workload, P, OS, NO, D, and SL represent Payment, OrderStatus, NewOrder, Delivery, and StockLevel,

respectively.

tems in static workloads? We show that Pallas achieves
near-optimal tail latency in statically synthetic workloads
(§6.2.1) and real-workload applications (§6.2.2), which
significantly outperforms RackSched. For example, Pal-
las reduces the tail latency by 8.5 and 5.5 x compared to
RackSched in the Bimodal distribution and RocksDB ex-
periments at medium load, respectively. Specifically, Pallas
reduces the tail latency by two orders of magnitude com-
pared to RackSched in the Port RocksDB experiment at
high load. We also show that Pallas delivers low tail la-
tency under light-tailed workloads (Appendix §D.1) and
outperforms other solutions (§6.5), including R2P2 [56],
Draconis [76] and Horus [82].

* How does Pallas respond to workload changes? We
demonstrate that Pallas can agilely respond to workload
changes and gracefully handle system reconfiguration
(§6.3), maintaining the stable tail latency in both synthetic
and real-world workloads.

* How effective is Pallas in terms of its components and
scalability? First, we show that workload shaping signif-
icantly helps load balancing and intra-server scheduling
(§6.4.1). Besides, we demonstrate that our request bounc-
ing (§6.4.2) and burst handling mechanisms (§6.4.3) can
both effectively mitigate the performance degradation under
workload dynamics. We also show that Pallas can almost
scale out linearly with more servers without compromising
performance in Appendix §D.2.

6.1 Experimental Setup

Testbed. The experiments are performed on a testbed of ten
machines connected by a Intel Tofino switch. Each machine is
equipped with two 12-core CPU (Intel Xeon(R) CPU E5-2630
v2, 2.60GHz), 64GB memory, and one NVIDIA ConnectX-
4 100G NIC. Each machine runs Ubuntu 18.04 with Linux
kernel 5.4.100. We use eight machines as servers to process
requests and two machines as clients to generate requests,
which is the similar setting in RackSched. Both clients and
servers runs DPDK 22.11.1 [5] for high-performance packet
processing. All servers use 10 worker threads running on
dedicated CPU cores. To improve system stability and reduce
jitter, we disable TurboBoost, C-states, and CPU frequency
scaling as recommended by [29, 68].

System compared. We compare the performance of Pallas
against RackSched [85]. We note that RackSched leverages

Shinjuku [45] as the default intra-server scheduler. However,
as Shinjuku only supports Intel NICs [45, 63, 85], we replace
it with Perséphone (DARC) within RackSched’s framework
for intra-server scheduling, since our motivation experiment
(Figure 2b) has shown that DARC delivers comparable per-
formance compared to TS (Shinjuku) for mixed workloads.
We have extended Perséphone to support RackSched packet
header and encode queue length in its response for JSQ-based
load balancing. For ease of reference in the subsequent exper-
iments, we name the system as RS-DARC or simply RS.

Workloads. We use a combination of synthetic and real
world application workloads to evaluate Pallas, following the
similar settings in recent works [29, 45, 72, 85]. By default,
both request and response contain one packet. In the context
of synthetic workloads, servers conduct the fake work by spin-
ning the CPU for the specified number of cycles. For the real
world application workloads, we harness RocksDB [13], an
in-memory key-value store, as the experimental platform. We
summarize the workloads in Table 2. Notably, we profile TPC-
C [11] transactions with silo [75], an in-memory database,
and evaluate it as a synthetic workload to showcase how Pal-
las performs on the n-modal workload. Additionally, we craft
dynamic workloads characterized by fluctuating request dis-
tributions. This setting aims to elucidate Pallas’s adaptive
capacities and response mechanisms when confronted with
variations in workload patterns. Note that Pallas targets state-
less or replicated stateful services. The profiled TPC-C trans-
actions are used primarily as a source of realistic, multi-modal
execution times for synthetic load generation to test shaping
effectiveness. In addition, the evaluation on RocksDB uses an
in-memory setup with read-only GET/SCAN requests.

Evaluated metrics. We adjust the request rates (request per
second (rps)) from the clients to modulate the system load,
and report the 99% tail latency, measured in microseconds,
corresponding to each specific rps adjustment.

6.2 Static Workloads
6.2.1 Synthetic Workloads

Figure 8 compares Pallas to RS-DARC for three service time
distributions. Note that the y-axis is log-scaled for good visi-
bility. Overall Pallas achieves significantly better tail latency
than RS-DARC. For example, as shown in Figure 8a, the tail
latency of RS-DARC starts to increase when system load
is above 1.5Mrps, and its tail latency reaches 1112us when

USENIX Association

2025 USENIX Annual Technical Conference 187



el RS-DARC e RS-DARC
Z1000] —o— Pallas > —o— Pallas
= c
[ Q
® ®
- —
2 z
N 2
& 100 kS
05 10 15 20 02 04 06
Throughput (Mrps) Throughput (Mrps)
(a) Normal Bimodal (b) Port Bimodal
z RS-DARC e RS-DARC
> —o— Pallas < 6 Pallas
v 15
i= c
[ Q
2 2
5 5
- -
it ic
2 S
o~ o
o o
25

0.5 1.0 15 20
Throughput (Mrps)

(d) TPC-C

0.10 0.15 0.20
Throughput (Mrps)
(c) Trimodal

Figure 8: Experimental results for synthetic workloads.

the load reaches 1.8Mrps, which is 5.2x higher than Pallas
(211ps) at the same load. In contrast, Pallas maintains a stably
low tail latency (~200us) before the load reaches 2.15Mrps.
In specific, Pallas reduces the latency by 16x when the sys-
tem load is 1.9Mrps. For the 250us tail latency objective,
Pallas achieves 1.5x higher throughput. The reason of Pal-
las’s significant performance improvement is twofold. First,
by employing the workload shaping, Pallas adeptly steers
short and long requests to different subsets of servers for
intra-group scheduling. Therefore, under this workload con-
figuration, seven servers exclusively process a singular type
of requests (either short or long), where the simple yet ef-
ficient cFCFS scheduler is utilized to achieve optimal tail
latency. This entirely addresses the HoL blocking problem.
Only one residual server works in the hybrid mode, accom-
modating both short and long requests. Second, the approach
to load balancing also undergoes refinement through work-
load shaping. In Pallas, intra-group scheduling only requires
a weighted balancing of request numbers among servers. This
mechanism demonstrates better load balancing than the queue-
length based solution adopted in RackSched.

Figure 8b depicts the results for a more challenging Port
Bimodal workloads, which represents the workloads char-
acterized by an even split between short and long requests.
We find that Pallas maintains a consistently low tail latency
until the system reaches its saturation point. In specific, Pal-
las reduces the tail latency by 8.5x compared to RS-DARC
at a load of 0.7Mrps. For the 300us tail latency objective,
Pallas achieves 1.4 x higher throughput. Figure 8c illustrates
the performance of Pallas under a trimodal workload. The
results show that Pallas delivers 2.0 x higher throughput than
RS-DARC when targeting a tail latency objective of 1200us.
Furthermore, at a system load of 0.18Mrps, Pallas manages
to reduce the tail latency by a factor of 2.3x compared to
RS-DARC.

Finally, we evaluate Pallas with the profiled TPC-C work-
load. In this context, the best performant grouping policy is:
the Payment and OrderStatus transactions are cohesive in one
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Figure 9: Experimental results for RocksDB.

group, the Delivery and StockLevel transactions form another
group, and the NewOrder transaction represents solely the
third group. The results are shown in Figure 8d. Notably,
when targeting a tail latency objective of 200us, Pallas de-
livers as much as 2.5Mrps high throughput, which is 1.7x
superior to that of RS-DARC.

6.2.2 Real Application: RocksDB

In this section, we showcase the performance gain of Pal-
las when applied to real-world applications RocksDB [13].
Adopting the configuration presented in [45, 85], we config-
ure the database to operate on an in-memory file (/tmpfs/) for
processing database transactions. Our evaluation incorporates
two distinct request types: the GET request, which retrieves
10 key-value pairs with a median service time of 12us, and the
SCAN request, designed to scan 5000 key-value pairs with
a median service time of 650us. Figure 9a shows the perfor-
mance under a workload mix of 90% GET and 10% SCAN
requests. We observe that Pallas adeptly handles system loads
up to 1Mrps without increasing tail latency.

Figure 9b presents the performance results for RocksDB
workloads with an equal mix (50-50) of GET and SCAN
requests. We find that Pallas maintains stable tail latency
until the system load reaches 0.21Mrps, achieving a 5.5x
latency reduction when compared to RS-DARC. Notably,
Pallas achieves as much as two orders of magnitude lower
latency at the 0.22Mrps and 0.23Mrps load. For a more gran-
ular analysis, we break down the results of GET and SCAN
requests under the port RocksDB workload, respectively, as
depicted in Figure 9c and Figure 9d. Owing to the application-
agnostic nature of inter-server scheduling in RS-DARC, each
server continues to handle heterogeneous workloads. This
necessitates the reservation of at least one CPU core for short
requests exclusively, resulting in an over-provisioning of GET
requests and an under-provisioning of SCAN requests. This
imbalance results in a rapid surge in the tail latency of SCAN
requests under RS-DARC as the system load escalates. In con-
trast, Pallas optimizes resource provisioning for each request
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Figure 11: Results on the changing RocksDB workload.

type at rack-scale, yielding a far more efficient and effective
allocation. Consequently, Pallas significantly curtails the tail
latency of SCAN requests compared to RS-DARC, and yet
without compromising the tail latency performance of GET
requests.

6.3 Dynamic Workloads

Synthetic workloads. We initiate by dispatching requests
that follow the Port Bimodal (50%-10us, 50%-100us) distri-
bution to the system, subsequently transitioning the work-
load distribution to Normal Bimodal (90%-10us, 10%-100us).
Throughout this experiment, we maintain the system load
at approximately 80%. The results are shown in Figure 10,
where the shaded region signifies the period of new work-
load. The performances of long requests under these two
schemes remain relatively stable due to their decreasing re-
source demands (Figure 10b). For short requests, we observe
that Pallas without policies reconfiguration cannot adapt to
workload shifts and hence results in explicit tail latency in-
flation (Figure 10a). On the other hand, during this transition
phase, the Pallas workload estimator discerns the workload
pattern and promptly updates both the inter-server scheduling
policies and intra-server scheduling policies. Further, as the
workload changes, the proportion of short requests surges.
Consequently, there is a noticeable spike in the 99% tail la-
tency for Pallas’s short requests, which is attributed to system
reconfiguration and transient overloads. Nevertheless, the tem-
poral overload can be mitigated by the burst handling mecha-
nism, which takes effect before the control plane detects the
workload change by cloning increasing short requests to the
group for long requests to reduce its latency. Besides, our
dedicated request bouncing strategy reconciles this latency
elevation. These two mechanisms work in concert to ensure
that Pallas accommodates the changing workload gracefully.

RocksDB. We adopt a similar setting to assess Pallas’s
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Figure 12: Comparison of per-server perceived load and per-
formance between Pallas and RS-DARC.

performance on dynamic RocksDB workloads. The request
distribution transitions from Port RocksDB (50% GET, 50%
SCAN) to Normal RocksDB (90% GET, 10% SCAN). The re-
sults are depicted in Figure 11. We observe that Pallas swiftly
adapts to the workload changes, ensuring consistent tail la-
tency. Its counterpart of Pallas without workload adaptation
delivers a significant worse performance, as current schedul-
ing policies are largely inefficient for GET requests. During
the workload transition phase, there is also a slight surge.
However, the tail latency inflation is effectively bounded by
the mechanisms of burst handling and request bouncing.

6.4 Pallas Deep Dive
6.4.1 Effectiveness of Workload Shaper

To delve deeper into why Pallas significantly outperforms
RackSched in terms of tail latency, we analyze the perceived
request load and resultant performance slowdown for each
server during the experiments under Normal Bimodal work-
load in §6.2.1. This analysis is conducted at two distinct
system loads: 0.05Mrps (referred to as ’low’) and 1.8Mrps
(referred to as “high’).

In the low load scenario (first column), it is evident from
Figure 12a that both RackSched and Pallas manage to achieve
commendable inter-server load balancing. Consequently, their
overall slowdowns are comparable, as seen in Figure 12c.
However, when we examine RS-DARC at high load, a clear
disparity in server load balance emerges. As Figure 12b shows,
servers S1 and S2 in RS-DARC handle noticeably fewer re-
quests than their counterparts, while S5 is scheduled to handle
more requests. This imbalance is attributed to the application-
agnostic nature and outdated load information used by the
JSQ-based load balancer in RackSched, resulting in the di-
vergent slowdown performance. Additionally, each server in
RackSched continues to process a mixture of short and long
requests, necessitating the use of complex algorithm (DARC)
for ongoing workload monitoring and core allocation adjust-
ments for different type of requests. This dynamic adjustment,
however, still culminates in suboptimal performance. In con-
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Figure 13: Effectiveness of Pallas’s components.

trast, Pallas showcases impressive load balance across servers,
even at high load, as the results shown in Figure 12b. This
balance is achieved through in-network workload shaping and
nearly optimal intra-group scheduling. Consequently, servers
S2-S8 in Pallas exclusively handle a single request type, al-
lowing them to employ cFCFS to optimize tail latency and
slowdown. For instance, when examining server S5, we find
that Pallas reduces the slowdown by 7x compared to RS-
DARC, as highlighted in Figure 12d.

6.4.2 Request Bouncing

We offer a granular breakdown of the experiments under dy-
namic Bimodal workloads in §6.3, with results presented in
Figure 13a. We observe that the bouncing policy adeptly fa-
cilitates Pallas’s management of workload shifts, particularly
in curtailing the tail latency of short requests. For instance,
the fluctuations of tail latency for short requests in Pallas are
effectively tempered in comparison to the system without
bouncing mechanism.

6.4.3 Burst Reaction

To showcase the efficacy of Pallas’s burst handling mech-
anism, we evaluate it under a challenging bursty workload
comprised of 90% short requests of 10us and 10% long re-
quests of 90us. The arrival pattern for short requests adheres
to the bursty gamma distribution with a standard deviation of
5, whereas the long requests conform to a standard Poisson ar-
rival pattern. In this scenario, both short and long requests are
allocated to two distinct serving groups, with each group be-
ing provisioned with 4 servers, offering 40 cores cumulatively.
After profiling the maximum throughput under this configura-
tion, we configure the burst detection threshold Cyg, as 42
for the group of short requests. The tail latency under varying
system loads is illustrated in Figure 13b. Our results reveal
that both Pallas and its variant, i.e., with the Burst Handling
(BH) disabled, significantly outperform RS-DARC in terms of
reduced latency. Furthermore, Pallas reduces the tail latency
by an average factor of 6.1 x compared to its variant when
the load surpasses 1.9Mrps. This is because Pallas clones
the bursty short requests to the group for long ones, which
effectively masks the latency inflation and hence mitigates
the performance degradation of short requests.
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Figure 14: Comparison with other solutions.
6.5 Comparison with Other Solutions

Several other solutions aim to improve rack-scale schedul-
ing by leveraging in-network support. R2P2 [56] introduces
a join-bounded-shortest-queue (JBSQ) policy for dynami-
cally distributing requests across servers. Horus [82] enhances
scheduling accuracy by proactively monitoring server states
and loads via network switches. Draconis [76] is the latest pro-
posal for optimizing latency for us-level services, which im-
plements centralized first-come-first-served (cFCFS) schedul-
ing directly within the switches. Figure 14 compares Pallas
with them under a port bimodal workload. We find that Pallas
achieves superior performance, delivering lower tail latency
and greater sustainable throughput. The reason is that they
distribute mixed workloads to each server, where HoL block-
ing may still occur. However, Pallas eliminates it through its
efficient in-network workload shaping and thus delivers the
near-optimal performance.

7 Discussion

Target workloads and applications. Pallas can support
CPU-intensive stateless or replicated stateful services, which
is consistent with recent proposals [53, 56, 76, 82, 85]. Ex-
ample applications comprise in-memory databases, replicated
caches and storages, function-as-a-service and replicated in-
ference services for machine learning. Pallas currently does
not support stateful services, as it is less likely to replicate
them within a rack and scheduling may not be required. Pal-
las may be extended to support stateful applications by im-
plementing a sticky policy, similar to [56], which distributes
stateful operations to determined master nodes to maintain
consistency.

Workload practicality. Pallas assumes that the workloads
can expose statistical characteristic in terms of the CPU de-
mands, which is practical in many workloads [11, 14, 22].
This characteristic helps Pallas to generate effective work-
load shaping policies. As a result, Pallas’s performance gain
may diminish if the workloads are highly dynamic and un-
predictable. We acknowledge that it is Pallas’s limitation to
rely on the correlation between request types and execution
time, which is a simplified assumption. For more complex
workloads whose request execution time cannot be related to
their types alone, such as Lucene [1], we environ Pallas with a
more intelligent workload monitoring mechanism, e.g., using
a machine learning model, to estimate the request execution
time based on the necessary information at packet headers

190 2025 USENIX Annual Technical Conference

USENIX Association



exposed by the programmers.

Scaling to multiple racks. Currently, Pallas is designed
within a single rack, as a modern rack can already pro-
vide hundreds of cores and is expected to pack thousands
of cores [3, 7], which is sufficient for many services [85].
We further note that in-network workload shaping of Pallas
can naturally be extended to multiple racks or even the en-
tire datacenter in a hierarchical manner, e.g., leveraging both
core switches and ToR switches. Realizing this requires effi-
cient collaboration between core switches and ToR switches
to enforce a holistic workload shaping policy across racks.
Meanwhile, managing heterogeneous servers across racks and
handling more frequent workload changes and spikes may
also present challenges. We leave it as future work.

Optimization of intra-server scheduling. By design, the
majority of servers in Pallas are expected to employ the sim-
ple and efficient cFCFS scheduling algorithm. A natural en-
hancement would be to transition this scheduling algorithm
to hardware [6, 10, 63], which promises to curtail scheduling
overheads substantially and improve intra-server scalability.

Resource multiplexing and placement constraints. In the
context of CPU scheduling, Pallas’s workload shaping strat-
egy may not be efficient regarding the resource multiplexing
of other resources, e.g., memory and disks. Extending Pallas
to schedule microsecond-level services with multi-resource
multiplexing is an interesting future direction. Moreover, Pal-
las’s workload shaping strategy essentially implies the place-
ment constraints of requests. Therefore, system operators
and designers may utilize the outcome of Pallas’s workload
shaping to guide specific optimizations for different types of
requests [58, 79].

Deployment considerations. Pallas is incrementally de-
ployable. Its major components are implemented in the pro-
grammable switch, without requiring complex modifications
to end hosts, and may even simplify server-side designs. Pal-
las uses reserved UDP ports to trigger its logic, allowing it
to co-exist with other applications. Practical deployment of
Pallas requires access to programmable switches with suffi-
cient dataplane and control plane resources. As shown in the
implementation (§5), Pallas consumes modest hardware re-
sources, suggesting the feasibility on modern switch hardware.
Integrating Pallas into production environments may also re-
quire coordination with existing dataplane programs [33] and
control plane infrastructure, particularly to support multiple
concurrent applications. We leave it as future work.

8 Related work

Rack-scale scheduling for ps-level services. There exist
some solutions to optimize the tail latency for rack-scale ps-
level services [53, 56, 76, 82, 85]. However, all of them may
still suffer from the load imbalance and the HoL blocking
under workloads with highly diverse execution times. Pal-
las optimizes the tail latency through an entirely different

way: instead of scheduling requests, Pallas poses the concepts
of workload shaping and schedules the workload to each
server, which significantly reduces the complexities of both
load balancing and intra-server scheduling and improves the
scheduling quality. NetClone [53] employs general request
cloning as a primary mechanism for tail latency optimization.
Pallas utilizes cloning differently and more strategically: as
a conditional mechanism (§4.5) integrated within its shap-
ing framework, and triggered only for detected bursts within
specific and pre-shaped workload groups. This makes Pal-
las’s cloning a precise tool to maintain stability for already
optimized workloads and maintains resource efficiency.
Intra-server optimizations. Several intra-server designs
have been proposed to reduce latency and improve throughput
by introducing optimized network stacks [5, 24, 42, 49, 67],
designing dataplane operating systems [17, 23, 29, 31, 32, 39,
41, 45, 46, 50, 62, 66, 71, 72, 84] and performing hardware-
based optimizations [38, 40, 51, 63, 78]. For example, Persé-
phone [29] focus on mitigating HoL blocking within a single
server by isolating requests with different execution times to
separate CPU cores. These optimizations are orthogonal to
Pallas and can be integrated in it to further reduce latency and
improve throughput.

Job scheduling. There is a long line of research on the job
scheduling at cluster-level [26, 27, 28, 34, 35, 36, 47, 70, 77].
These systems target second-level jobs and therefore allow for
complex scheduling algorithms to achieve good performance.
However, Pallas is designed for microsecond-level services
which requires the scheduler to make simple and effective
scheduling decisions at line speed.

Programmable networks. Programmable switches enable
the network to perform more complex operations to improve
datacenter applications [43, 44, 54, 57, 59, 61, 64, 73, 83].
To the best of our knowledge, Pallas is the first to design
application-aware in-network scheduling for microsecond-
level services with significant performance improvements.

9 Conclusion

This paper presented Pallas, a new solution to schedule ps-
level services at rack-scale. Pallas leverages the core idea of
workload shaping by proactively transforming mixed work-
loads into uniform ones within the network and performs
simple yet near-optimal inter-server load balancing and intra-
server CPU scheduling. Our evaluation demonstrates that
Pallas significantly outperforms the state-of-the-art solution
in terms of both throughput and tail latency.
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Algorithm 1: GenerateMapping(requests)

1 latencies <— empty list
2 mappings < empty list
/* Find most possible mappings based on
total request types. */

3 for k < 1 to type(requests) do
4 model + KMeans(k)
5 mappings[k] = model.fit(requests)
/* Obtain the optimal mapping via

micro-benchmarking. */
for mapping in mappings do
latency <— micro-benchmark(mapping)
latencies.append(latency)
opt_mapping ¢— argmin
0 return opt_mapping

6
7
8
9 memappings{latenaes}

—

Appendix

A Algorithm of Workload Mapping Genera-
tion

We summarize the algorithm for generating Pallas workload
shaping policy in Algorithm 1. It consists of two stages. First,
Pallas generates several group mapping candidates with a
tailored k-means algorithm (Lines 3-5). Then, Pallas deter-
mines the best performant mapping policy through offline
simulations (Lines 6-8).

B Overall Request Scheduling

We summarize the scheduling workflow in Algorithm 2. Ini-
tially, Pallas identifies the serving group corresponding to
each request (Line 4), and ascertains whether the group has
encountered a burst (Line 5). Upon detecting a burst, Pallas
clones the request and recalibrate it with a proper serving
group ID (Lines 6-12). Pallas then sends the request to a
server within the determined serving group, ensuring load
balancing (Line 13). Once the server receives the request, it
leverages its intra-server scheduling algorithm to allocate the
request to a CPU core (Lines 16-20). In the concluding step,
the server generates a response and sends it back to the client.

C Switch Dataplane Implementation

Weighted round-robin. Pallas employs a weighted round-
robin (WRR) algorithm for the intra-group scheduling. In this
approach, Pallas assigns a unique counter for each group to
determine the destination servers for incoming requests. This
counter is incremented sequentially with each request and is
programmed to reset to zero upon reaching the aggregate limit,
defined by the WRR parameters of the group. The request
finds its destination by aligning the counter’s current value
with the predetermined weight range of servers. The counter
is implemented with the register in P4, and updated with the
ALU operation.
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Algorithm 2: Pallas Request Scheduling

1 Event: On request arrival at switch:
2 Init the metadata (meta) for each request
3 if req.flag.clone = 0 then

4 meta.group <— GroupMapping(req.type)
5 burst <— BurstDetection(meta.group)
6 if burst = True then
7 Event: On burst detected:
8 cloned_req, cloned_meta <—
CloneRequests(req, meta)
9 req.flag.clone < 1
10 cloned_req.flag.clone < 2
/* Assign group for the cloned
request */
11 cloned_meta.group <— FindCloneGroup(req)
12 resubmit(cloned_req, cloned_meta)

13 server <— WeightedRoundRobin(meta.group)
14 send(req, server)

15 Event: On request arrival at server:
16 if server.policy = cFCFS then

17 | FCFSSchedule(req)

18 else

19 cores ¢ core_reservation(req)

20 DARCSchedule(req, cores)

21 send_response(req)
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Figure 15: Exponential

Workload recording. Pallas records the workload informa-
tion of each type of request with two registers in P4. The first
register is tasked with recording the cumulative count of mon-
itored requests, while the second is dedicated to computing
the Exponentially Weighted Moving Average (EWMA) of the
execution times of these requests. The EWMA factor is set
to 0.125 in our current prototype, which helps compute the
division by bit-shifting operations in P4. The register respon-
sible for counting request numbers is programmed to reset
periodically by the regular workload monitoring schedule.
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Figure 17: Sensitivity analysis of the reallocation threshold 3.
D Supplementary Experiments

D.1 Performance under Light-tailed Workload

Figure 15 compares Pallas and RackSched under a light-tailed
exponential workload with an average request execution time
of 25us. As suggested in RackSched paper, its intra-server
scheduler is configured to use cFCFS. We find that RackSched
exhibits very close performance to Pallas. This is attributed
to the uniformity of request execution times characteristic
of the exponential workload. Consequently, both JSQ and
Pallas’s intra-group load balancer can effectively distribute the
load across servers, in which the optimal intra-server cFCFS
scheduling is utilized.

D.2 Scalability

We show the scalability of Pallas with two, four and eight
servers. We use the Bimodal workload comprised of 90%
short requests of 10us and 10% long requests of 90us. Fig-
ure 16 shows the results of 99% tail latency. We observe that
the sustainable throughput of Pallas almost scales linearly
with the number of servers, exhibiting much better scalability
than RS-DARC. This is because RackSched’s application-
agnostic inter-server load balancing incurs more variability
when facing high request rates and hence results in load im-
balance and degrades tail latency. The linear scalability of
Pallas can attribute to the near-optimal load balancing and
intra-server scheduling with in-network workload shaping,
demonstrating that Pallas is able to scale out with more servers
without compromising performance.
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D.3 Parameter Sensitivity

Sensitivity to realloaction threshold. We vary the realloca-
tion threshold & from 1 to 20 and investigate the performance
of Pallas with different thresholds. We use both the synthetic
workload in Figure 10 and real application RocksDB in Fig-
ure 11 to evaluate the sensitivity of Pallas to the reallocation
threshold. Figure 17 shows the overall normalized 99% tail
latency.

From our observations, Pallas exhibits relative insensitivity
to the reallocation threshold within the range of 5-15. This can
be attributed to the fact that this threshold range effectively
captures workload fluctuations while simultaneously ensuring
system stability by avoiding excessive resource reallocations
and switch reconfigurations. Specifically, in the context of the
synthetically changing bimodal workload, a threshold set at 1
renders the system over-responsive to minor workload vari-
ations, thereby substantially impairing system performance.
On the other hand, in the scenario of the varying RocksDB
workload, a threshold of 20 makes the system oblivious to
workload shifts, consequently deteriorating the tail latency.

D.4 Monitoring Overhead

We evaluate the overhead introduced by workload monitoring
in Pallas’s switch control plane. Figure 18 reports the execu-
tion time of two key control plane operations: periodic register
reading (workload monitoring only) and infrequent register
updates (monitoring together with refining) upon workload
shift. Results show that both operations is lightweight relative
to the 10 ms monitoring interval, confirming the practicality
of our design. We also note that the 10 ms interval targets
long-term workload changes and represents a configurable
trade-off. If needed, Pallas can scale to support more workload
groups by operating at longer monitoring intervals.

D.5 Impact of Workload Monitoring

We further examine the impact of workload monitoring un-
der static workloads. Specifically, we evaluate three static
workloads at their respective maximum sustainable request
rates in Pallas. As shown in Figure 19, enabling monitoring
has no observable effect on system performance, since policy
updates are not triggered when no workload shift is detected.
This confirms that the monitoring logic is lightweight and
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Figure 19: Impact of workload monitoring under static work-
loads.

non-intrusive.
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